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AN INTERACTIVE BENCHMARK COMPARISON BETWEEN
A VAX 11/780 AND A VAX 11/782

Olaf Lobeck and Ronald Martineze
Los Alamos National Laboratory
Los Alamaos, New Mexico

ABSTRACT

In this paper, we present the results of s benchmark comparison
between s single proceasor VAX 11/780 and » dual processor VAX
117782, Using the VMS Monitor utility and available accounting
data, we frst porarneterized the workload on the VAX ,1/782. We
developed synthetic scripts that matched both the current werkload
parameters and also generated four forecasted workloads. Uning a
temote terminal emulator (RTE), we submit'‘ed interactive user
commands fiom the seripts to the single and dual processor VAXs,
Response times were then n.casured as a function of seript category

and VAX model.

INTRODUCTION

The VAX 11/782 is a dual processor VAX with two
identicai 780 processors used in an asyinmetric fashion
with a common memory. The asyinmetric nature of the
processors lies in the way that the opersting system
schedules the CPUs. The primary processor is the only
one sulowed 1o run in kernel mode. User processes are
scheduled on the attached processor before the primary.
However, if 4 process running ob the attached processor
tuskes an [/U 1¢quest ot aystein service request (for
example, page faults), then the primary processo: is
interrupted and must service the request since it alone
operates in kernel mode

The two processors do pot conperate to make a siogle job
execute [aster, rather the dual processor VAX should
exhibit a highes throughput of vlryin! degree (an
coinpared with 8 VAX 11/780) dependent on the type of
workload. It i expected that & workload that is more
Ci'U intenuive would experience a higher throughput
then ad 1/0) intensive workload.

WOKKLOAD CHARACTERIZATION

The first and mwat imgportant step of say baochmark
must be to properly characterize the current workload
Uning the VMY monitor utility and available aceounting
information, we gathered data during prime shift {or a
typical 5-day work week  The number of active wer.
uring an R Lo 5 day was found Lo vary between b and
12; the sveiage pumber of users was R. Table 1, gleaned
from accounting data, shows the moat frequently used
DCL comiuiands, the processen with higheot CPU!
wiage and the procenam with higheat page fault rates
“The information i indicative of a general Fortran
develupinent environment but slw; shows that the
INGRES datab-ase package is often uced  Also, VAXIMA
(s LISI' routine thiat llllnllnllllﬂ mathemnatical equations
symbolically) is a large CPU intenave process and page
faulta heavily

oThin work performed vnder the suapices of the US
Department of Energy contract W./7405-ENG-38
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TABLE 1 Account

TABLE 1 Accousting Dats Summary
Frequestly Used  Major CPU Major Page Funlung

DCL Commasds _ Procsars~~  Proceses
DIRECTORY USER, VAXIMA
DELETE, USFR2 USER|
SEARCH MASS FORTRAN
SET sHow MAPPER
SHOW VAXIMA

CoPY MAPPER

TYPE

EDT

TEDI

LINK

FORTRAN

Table 2 shows averages of selected inonit »r parameters
over the 5-day penrj that was characteniied (column 1)
CPU usage is given id units of a single 780 processor L
Is clear that the overall workload is quite compute
intensive with & 3% (P°U utiliration. The m..in reason
for this high utilizatiov is that there were CPLU bound
jobs in low-priority betch queuw that were alwaye

reaent pnd would aoak up ray sdditional CPPU time lelt
Ey the higher priority interactive proceses

TARLE 2 Moaitor Dats Comparuon L
_ Parameten Actusl Worklmad  Seemnno
Direct 1/0 1o 13
Baflered 1/O 1086 102
Page Fasla 80 A
Page Read Ravr 7.4 10R
Page Write Hate 73 76
System (T'U! 0.2¢ oM
User €TV 102 1684
!_dlr o 014 o0



SYNTHETIC SCRIPTS

Based on the information obtained in the workload
charscterization, five separate scripts were generated.
Table 3 summarizes the utilitia: and functions that were
performed within each script.

TABLE 3 Syathetic Script Features
Script 1. TEDI, FORTRAN, LINK, SUBMIT
TEDI, FORTRAN,LINK, RUN (CPU boasd)

Script 2 FORTRAN, LINK, RUN (1/0 boand)
Script ¢ INGRES database queries

Seript 41 EDT, FORTRAN, LINK
TYPE, DIR, SHOW, COPY, SEARCH, ETC.

Script 5 VAXTMA

R X e e ]

Script 1 edited, compiled, linked, and submitted two
batch jobs and then executed a short CPU bound
&c;pnm. Seript 2 compiled, linked, and executed an 1/0
und job. Script 3 executed a Fortran program that
queried an IN('HE]PS database. Script 4 contained
miscellaneous DCL commands to spproximate the
frequency of usage listed in Table 1. Script 5 used
VAXIMA to perform various symbolic manipulstions

The scripts were combined into a 'scenario’ and
the scenario was subsequently tuned to mateh the
sverage monitor parameters found in the workload
characterization (;emnd colurnn of Table 2) Using, this
scenario as & basis, we then produced fonr forecasted’
scenarion such that each represented an increased
workload  Table 4 shows l‘nr make-up of cach scenaric

£- - s AR L JEPAE . L ——
TABLE 4 Sresanm
Scennno | 8 wsers

Mix 2mript 1, 1 scnpt 2, 2ocript 3, 3 eoript 4

Scenario Il 16 uoers
Mix 4 ocript 1, 2oenipt 2, 4 acripd 3, 0 acript 4

Scennrio Il 8 weers (1 VAYIMA)
Mix  2ecnpt 1, 1oeript 2, 1 scripl 8, 8 script 4,
1 ecnpt b

Sceanrio IV 16 msers (1 VAXIMA)
Mux 4 ocript 1, 2ocript 2, dacript 8, B ocript 4,
) weript b

Sceantio V 16 weers {2 VAXIMA)
Mix doctipt 1, 20cnipt 2, docript 3, 4 acript ¢,
2ecript B )

e e PN o ump—

EXPERIMENTAL RESULTS

Table 5 lists the phyaical configuration of the two VAXs
used in this experiment,

The major syat-m generation parameters were identical
during the benchmarl runa Xﬁlmlmn;lly, since the
configurations were similar but not identical, we also ran
Scenanon IV and V on the VAX 11/762 system with one
processor disabled  Figurea 1.5 show the resulta from
execution of scenarion | through IV on both computer
systema  For our compute intensive workload, the dual

TABLE 5. Physical Coalligurstica

VAX 11/782:  two proceseors with foating-point accelerators
4 Mby tes of memory
three RPO7 dinks
DZ-11 Commsaicatims Boards

VAX 11/782:  ose processcr with Sosting-poist sccelerator
$.5 Mbytes of memory

oae RPO7 disk, cae RPCO disk

DZ-11 Communications Boards

roceasor VAX bad roughly B8CT faster response times

‘ke difference between single and dual! processors
decreased slightly as the workload increased. The
excention was Scenario V where 18 users (two of which
were exscuting the VAXIMA seript) caused such a
memory-1/0 bottleneck that there was virtually no
advantage to having the second processor. Another
anomalous result was that the VAXIMA script performed
no better on thz dual processor as compared with the
single processor (Figure 3) in one case, and response times
were degraded in two other cases (Figures 4 acd 5). To
ascertain that this result was not caused >y the differnce
in machine configurations, we ran these last two sceparios
oD s nin%k processor VAX 11/782 where one processor
was disabled Figures 3 and 7 depict these measurements
and show that the same anomalous result was obtained

Our explanation fur the degradstion seen by the
VAXIMA scripts lies in the fact that it page faults
heavily. If the VAXIMA script has been scheduled on the
attached proceasor, each page fault causes an interrup:
and sysatein service request to be tnsued W the primary
proceasor. Thus, we reason that system overhead
required to satisfy the page fault request is higher on the
dual processor than on the single processor.

CONCLUSIONS

We have ¢/ aracterized our current workload on a VAX
11/782 as highly compute inteasive and found that it
experiences 80“¢ faster response timeu than if it wore run
on s VAX 11/780. However, a very ressonably forecasted
workload representing twice as many users '168) and
including two active "AXXMA scripts would not run on
the currently configured VAX 11/782 any faster than (he
xingle proceasor YVAX 11/780. We were not abie to
examine the eflect of larger memory size. Also, regardieas
of the number of users, we have found ¢ routine
VAXIMA (whoae use s increasing among our VAX
11/782 user communit ) that did not experience faster
throughput on the \’A;\ 11/752 and in fact could
experience Alower throughput. We attribute this behavior
to the added Iatency on the VAX 11/782 in servicine a
proceas that page faults beavily.
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Figure 1. The ratio of 780 to 782 response times
for each seript category in Scenario .
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Figure 2. The ratio of 780 o 782 response timen
for each acript categury (n Scenario 1i.
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Figure 3 The ratio of TR0 Lo TA2 response times
for each senipt eategury in Sceepario 1
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Figure 4. The ratio of 780 to 782 response times
{for each script category in Scenario IV,
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Figure 5. The rat,o of 780 to 782 reapxinee times
for ench script eategory in Scenano V',
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The responie time ratio of s one
roceascor TH2 (o a dual pro~essor 782 for
Eumrio .
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Figure 7. The response time ratio of s one
Erocesmr 782 to » dual processor 782 for
Scenario V.



